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RESUMEN

Objetivos: el trabajo busca evidenciar y criticar la desconexién entre el desarrollo de marcos normativos
digitales avanzados —como el Plan Estratégico 2025-2030 de la Agencia Espafiola de Protecciéon de
Datos (AEPD), enfocado en la inteligencia artificial y la innovacion tecnoldgica— y la persistente vulnera-
cion del derecho a la intimidad en los espacios fisicos de las Administraciones publicas. Asimismo, pre-
tende impulsar una reflexién sobre la necesidad de extender la proteccion de datos mas alla del entorno
digital. Metodologia: se realiza un analisis critico y comparativo entre las politicas publicas actuales
de proteccion de datos y las practicas reales observadas en entornos fisicos de atencion ciudadana. El
estudio examina ejemplos de hospitales, oficinas de empleo y sedes tributarias, contrastando la situa-
cion del sector publico con los avances del ambito privado, especialmente el bancario. Resultados: el
analisis revela una negligencia estructural en la proteccion de la intimidad dentro de los espacios fisicos
publicos. Las personas, en contextos de vulnerabilidad, se ven obligadas a ceder su privacidad para
acceder a servicios basicos. Se constata una miopia institucional que privilegia la eficiencia burocratica
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sobre la dignidad humana, perpetuando un modelo de atencién que ignora los principios fundamentales
de proteccion de datos. Conclusiones: el estudio propone una hoja de ruta de medidas obligatorias para
revertir esta situacion: a) Incorporar evaluaciones de impacto sobre privacidad en el disefio de espacios
publicos. b) Desarrollar formacion especializada para el personal administrativo. ¢) Implementar garan-
tias arquitectdnicas minimas que aseguren la confidencialidad. Todo ello debe enmarcarse bajo el prin-
cipio de «privacidad desde el disefio» (privacy by design), con el objetivo de inspirar una futura directiva
europea que garantice la efectividad del derecho fundamental a la proteccidn de datos tanto en el ambito
digital como en el fisico.

PALABRAS CLAVE

Intimidad en espacios publicos; proteccion de datos; Administracion publica; directiva europea.

ABSTRACT

Objectives: The paper seeks to highlight and critique the disconnection between the development
of advanced digital regulatory frameworks —such as the 2025-2030 Strategic Plan of the Spanish
Data Protection Agency (AEPD), focused on artificial intelligence and technological innovation— and
the persistent violation of the right to privacy in the physical spaces of public administrations. It also
aims to encourage reflection on the need to extend data protection beyond the digital environment.
Methodology: A critical and comparative analysis is conducted between current public data protection
policies and the actual practices observed in physical spaces of citizen service. The study examines
examples from hospitals, employment offices, and tax agencies, contrasting the public sector’s
shortcomings with the progress made in the private sector, particularly in banking. Results: The analysis
reveals structural negligence in the protection of privacy within public physical spaces. Individuals, often
in vulnerable situations, are forced to surrender their privacy in order to access basic services. The study
identifies an institutional short-sightedness that prioritizes bureaucratic efficiency over human dignity,
perpetuating a model of service that disregards fundamental principles of data protection. Conclusions:
The study proposes a roadmap of mandatory measures to reverse this situation: a) Incorporate privacy
impact assessments into the design of public spaces. b) Develop specialized training for administrative
personnel. c) Implement minimum architectural safeguards to ensure confidentiality. All these measures
should be framed under the principle of «privacy by design» with the aim of inspiring a future European
directive that guarantees the effectiveness of the fundamental right to data protection both in the digital
and physical spheres.

KEYWORDS

Privacy in public spaces; administrative negligence; applied GDPR; public administration; European
directive.
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INTRODUCCION'

El debate sobre la proteccion de datos y la intimidad en la esfera publica suele orbitar, casi en exclusiva,
alrededor del mundo digital. Normativas pioneras como el Reglamento General de Proteccion de Datos
(RGPD)? y ambiciosos marcos estratégicos, como el recientemente presentado por la AEPD para el periodo
2025-20303, centran sus esfuerzos en afrontar los desafios que plantean la inteligencia artificial, el big data,
el internet de las cosas y otras tecnologias disruptivas (Anton et al., 2010).

Esta focalizacion es, sin duda, necesaria y valiosa. Sin embargo, esa mirada al futuro tecnolégico ha
generado una peligrosa y paradodjica zona de sombra: la desatencién absoluta a la intimidad en el espacio
fisico donde los ciudadanos interactdan con sus Administraciones. Mientras se disefian sofisticados sistemas
de supervision algoritmica y se debaten los neuroderechos, se perpetia y normaliza una vulneracion masiva,
sistémica y cotidiana de los derechos fundamentales en hospitales, oficinas de empleo y sedes tributarias.

Hemos aceptado renuncias a derechos de intimidad en los controles aeroportuarios, en los juzgados,
en las calles y, en general, en una sociedad —en una suerte de «cultura de la vigilancia» (Lyon, 2018)— que
se ha convertido, a causa de unas redes sociales omnipresentes y voraces, en un auténtico comercio de lo
intimo. Precisamente por ello, son las instituciones publicas las que deben comenzar a revertir esta peligrosa
tendencia, dando ejemplo de respeto a los derechos fundamentales y proporcionando formacion y orienta-
cion ciudadana sobre ellos (Zuboff, 2015).

Esta contradiccion revela una fractura profunda en la concepcién misma del derecho a la proteccion de
datos. Se ha construido un robusto castillo normativo para defender la privacidad en el ciberespacio, mientras
se deja abandonada a su suerte en el mundo real, en esos espacios publicos donde la ciudadania, a menudo
en momentos de maxima vulnerabilidad, se ve forzada a sacrificar su intimidad como peaje para acceder a ser-
vicios esenciales (Lynskey, 2015). La espera en grupo en urgencias, la obligacion de relatar dramas personales
en salas abarrotadas del Servicio Publico de Empleo Estatal (SEPE) o la exposicion oral de datos sensibles en
mostradores publicos no son disfunciones menores o anécdotas: son el sintoma de una miopia institucional que
prioriza la eficiencia burocratica, la reduccién de costes y la gestion de flujos masivos de personas por encima
de la dignidad individual. Se trata de una negligencia estructural que normaliza lo inexcusable (Reding, 2011).

Resulta profundamente ilustrativo que sea el sector bancario privado, impulsado por la légica comercial
de la confianza y la experiencia del cliente, y no el sector publico —garante ultimo de los derechos fundamen-
tales (Ridaura Martinez, 2021)- el que haya dado los primeros pasos tangibles para mitigar este problema.
La instalacién de mamparas que separan espacios, aunque acusticamente imperfectas, simboliza un reco-
nocimiento tacito de la necesidad de un minimo de intimidad para tratar asuntos sensibles (Hijmans, 2016).
Esta evolucion privada pone en evidencia la paralisis publica y plantea una incobmoda pregunta: ;como es
posible que la logica del mercado identifique antes que la del interés general la necesidad de proteger la
dignidad en la interaccion presencial?

Ante este escenario, resulta imperativo reenfocar el debate y ampliar el alcance de la «innovacion res-
ponsable» que pregona el plan de la AEPD, para que no se limite al ambito digital, sino que penetre también
en el disefio de los espacios fisicos. La defensa de la dignidad en la era digital no puede construirse sobre
el debilitamiento de la dignidad en la era fisica. Este analisis pretende, por tanto, desvelar esta contradiccion
fundamental, examinar las causas profundas de la negligencia administrativa y, sobre todo, esbozar una
hoja de ruta de medidas obligatorias que, partiendo de Espaia, pueda aspirar a convertirse en una directiva
europea (Edwards y Veale, 2017). El objetivo es claro: tender un puente entre el marco legal de vanguardia
y la experiencia tangible del ciudadano, garantizando que el derecho fundamental a la proteccién de datos
sea una realidad efectiva en todos los ambitos de la vida, tanto en la pantalla como en la ventanilla.

Cabe plantear si la reivindicacion de un trato digno y confidencial en las oficinas publicas dimana direc-
tamente del derecho fundamental a la intimidad (art. 18.1 CE) y no requiere de una extension —acaso for-
zada— del derecho a la proteccion de datos personales (art. 18.4 CE), concebido histéricamente como un
escudo frente a los riesgos del tratamiento automatizado. La distincion doctrinal y jurisprudencial entre ambos

' Este articulo no ha contado con financiacion publica ni privada.

2 Reglamento (UE) 2016/679 del Parlamento Europeo y del Consejo, de 27 de abril de 2016, relativo a la proteccion de las
personas fisicas en lo que respecta al tratamiento de datos personales y a la libre circulacion de estos datos (Reglamento General de
Proteccion de Datos — RGPD). Diario Oficial de la Union Europea, L 119, pp. 1-88.

3 Agencia Espafiola de Proteccion de Datos (2024). Plan Estratégico 2025-2030: Innovacion responsable y defensa de la digni-
dad en la era digital.
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derechos, magistralmente sintetizada en la STC 292/2000, es incuestionable: la intimidad opera como un
limite a la intromisién indeseada, mientras que la proteccion de datos confiere un poder de control sobre la
informacion personal (Pifiar Manas, 2014). Sin embargo, es precisamente en la intersecciéon donde este trabajo
sitla su aportacion. La vulneraciéon masiva en salas de espera y mostradores no es solo una intromisiéon en
la esfera privada (art. 18.1 CE), sino también, y de forma inherente, un tratamiento de datos personales en su
definicion mas amplia y literal del RGPD: toda informacién sobre una persona fisica identificada o identificable.
La verbalizacién de una enfermedad, la exposicion de un documento con datos econdémicos o la visualizacion
de un estado de salud en una pantalla constituyen actos de tratamiento —comunicacion y divulgacion— que
acontecen en un soporte fisico (el sonido, la imagen) y en un contexto organizativo. El derecho a la proteccion
de datos (Carazo Liébana, 2023), con su arsenal de principios proactivos (tales como privacidad desde el
disefo, evaluacion de impacto o rendicién de cuentas), no se limita al riesgo de la difusion digital ilimitada; se
proyecta sobre cualquier tratamiento que pueda menoscabar la dignidad y la autodeterminacién informativa.
Argumentar que su aplicacion se circunscribe al ambito automatizado supone restringir artificialmente su poten-
cial garantista. La propuesta aqui defendida no diluye la especificidad de cada derecho, sino que reconoce
que, en la practica administrativa contemporanea, la lesion de la intimidad se produce frecuentemente a través
de un tratamiento negligente de datos en el espacio fisico. Por tanto, el marco de la proteccion de datos —mas
desarrollado, concreto y dotado de mecanismos de ejecucion— se erige en la herramienta juridica mas idénea
para operativizar y garantizar ese «poder de disposicién» sobre la informacion personal que la STC 292/2000
enuncia, incluso cuando la amenaza no proviene de una base de datos, sino de una sala mal disefiada o de un
procedimiento presencial que fuerza la divulgacion. Lejos de ser una extension forzada, esta lectura integral es
la consecuencia logica de un concepto de «dato personal» neutro respecto al soporte y de una comprension
del «tratamiento» que abarca toda operacion realizada sobre informacion identificativa, sea esta digital, oral o
visual.

1. METODOLOGIA

El presente estudio adopta una metodologia juridico-analitica y exploratoria, centrada en la identificacion
de un vacio normativo y operativo en la aplicacién del derecho fundamental a la intimidad en los espacios
fisicos de atencion publica. El trabajo se apoya en tres ejes complementarios: analisis normativo-doctrinal,
observacion empirica indirecta y propuesta proactiva de disefio institucional.

En primer lugar, se realiza un examen sistematico del marco juridico vigente en materia de proteccion
de datos —principalmente el Reglamento (UE) 2016/679 (RGPD), la Ley Organica 3/2018 (LOPDGDD)* y
el Plan Estratégico 2025-2030 de la AEPD—, contrastandolo con la doctrina europea y comparada sobre el
principio de privacy by design and by default (Cavoukian, 2009; Clarke, 2009; Burdon y McKillop, 2013).
Este analisis se orienta a detectar la ausencia de traslacién material de dichos principios al entorno fisico y
arquitectonico de la Administracién publica.

En segundo lugar, se incorpora una observacion empirica indirecta de las practicas administrativas
cotidianas —hospitales, oficinas de empleo, sedes tributarias y juzgados— recogidas mediante revision de
informes publicos, resoluciones de la AEPD y experiencias de campo documentadas en estudios sectoriales.
Esta aproximacion permite identificar patrones recurrentes de exposicion indebida de informacién personal
y deficiencias estructurales de privacidad presencial, lo que justifica el diagndstico de «negligencia institu-
cional sistematica».

Finalmente, se utiliza un enfoque propositivo-normativo, propio del derecho comparado y de la politica
regulatoria, para formular una hoja de ruta estructurada en seis pilares que traduce los principios del RGPD
al plano fisico y organizativo. Este enfoque combina el analisis juridico con herramientas de evaluacion de
impacto, ética publica y disefio institucional, proponiendo estandares verificables que puedan ser elevados
a rango normativo, primero en el ambito nacional y, posteriormente, en el europeo.

La combinacion de estos tres niveles —normativo, empirico y propositivo— permite ofrecer una vision
holistica y aplicada de la proteccion de datos en el entorno presencial, superando la habitual fragmentacion
entre el discurso juridico-tecnolégico y la realidad cotidiana del ciudadano.

4 Ley Organica 3/2018, de 5 de diciembre, de Proteccién de Datos Personales y garantia de los derechos digitales (BOE
nam. 294, de 6 de diciembre de 2018).
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Cabe indicar, y los autores asumen estas decisiones, que la seleccion de casos puede indicar un cierto
cherry-picking, al no basarse en una sistematica, sino en unos ejemplos elegidos que pueden resultar ele-
gidos ad hoc para la discusion. Esta limitacidon del trabajo se asume en tanto llamada de atencién sobre un
estado de cosas, indicandose que un posible paso subsiguiente seria un estudio sistematico de casos.

2. MARCO NORMATIVO EUROPEO APLICABLE A LA PROTECCION JURIDICA
DE LA INTIMIDAD

El marco juridico europeo de proteccion de datos personales ofrece una base sdlida para extender el
derecho a la intimidad mas alla del entorno digital, aunque aun carece de una regulacion especifica sobre la
privacidad en los espacios fisicos de atencion publica. La normativa vigente, encabezada por el Reglamento
(UE) 2016/679 del Parlamento Europeo y del Consejo, de 27 de abril de 2016 (RGPD), configura un sistema
de garantias que, interpretado de forma sistematica y teleoldgica, abarca también las dimensiones materia-
les y organizativas del tratamiento de la informacion.

El art. 25 RGPD, que consagra el principio de privacy by design and by default, impone a los responsa-
bles y encargados del tratamiento la obligacion de adoptar «medidas técnicas y organizativas apropiadas»
para garantizar la efectividad de los derechos fundamentales, atendiendo al contexto, alcance y fines del
tratamiento. Aunque la practica lo ha circunscrito al desarrollo de software o plataformas digitales, su alcance
es mas amplio: la referencia a las «medidas organizativas» comprende igualmente la arquitectura institucio-
nal y espacial en que se realiza el tratamiento. Por tanto, las Administraciones publicas deberian configurar
fisicamente sus espacios y procedimientos de atencién de modo que preserven la confidencialidad y eviten
la exposicién innecesaria de datos personales en lugares como hospitales, oficinas de empleo o juzgados.

El art. 32 RGPD, relativo a la seguridad del tratamiento, refuerza esta obligacion al requerir medidas
que garanticen la «confidencialidad, integridad y disponibilidad» de los datos personales. Si bien la doctrina
y la practica administrativa han centrado esta exigencia en los sistemas informaticos, la seguridad y la confi-
dencialidad son también categorias espaciales y relacionales: una conversacién sobre la salud o la situacion
econdmica o familiar del ciudadano constituye un tratamiento de datos personales que exige el mismo nivel
de proteccidn, cualquiera que sea el soporte o el entorno en que se produzca (De Hert y Papakonstantinou,
2016; Gonzalez Fuster, 2014).

La Carta de los Derechos Fundamentales de la Uniéon Europea (2000)° refuerza esta lectura integral.
Sus arts. 7 y 8 reconocen, respectivamente, el derecho al respeto de la vida privada y familiar y el derecho
a la proteccion de los datos personales, con un alcance que abarca tanto las interacciones digitales como
las presenciales. El Tribunal de Justicia de la Unidon Europea ha reiterado que estos derechos se aplican a
cualquier tratamiento que implique revelacion o comunicacién de informacion personal, sin limitarse a los
entornos informaticos (SSTJUE C-468/10 y C-469/10, ASNEF y FECEMD; C-582/14, Breyer)®. En conse-
cuencia, las condiciones materiales en que los ciudadanos son atendidos en dependencias publicas forman
parte del ambito de proteccion de estos derechos fundamentales (Puerta Dominguez, 2023).

A esta concepcion expansiva se suma el Convenio 108+ del Consejo de Europa’, modernizado en
2018, sobre la proteccion de las personas respecto al tratamiento automatizado de datos personales. Su
art. 7 obliga a los Estados parte a adoptar medidas «técnicas y organizativas adecuadas» para salvaguar-
dar la confidencialidad y seguridad de los datos, lo que —segun su exposicion de motivos— incluye todos los
contextos en que se maneje informacion personal, con independencia del soporte o la tecnologia utilizada.
Este tratado, ratificado por Espafia, es el primer instrumento internacional que reconoce expresamente la
dimension ética y ambiental de la privacidad, abriendo la puerta a una interpretacion material del derecho a
la intimidad que comprenda el entorno fisico y social en que se ejerce.

5 Carta de los Derechos Fundamentales de la Unién Europea, proclamada en Niza el 7 de diciembre de 2000 (DOUE C 364, de
18 de diciembre de 2000, pp. 1-22), incorporada con valor juridico vinculante por el Tratado de Lisboa (art. 6 TUE).

5 Tribunal de Justicia de la Unién Europea (TJUE) (2011, 24 de noviembre). Asociacién Nacional de Establecimientos Financieros
de Crédito (ASNEF) y Federacion de Comercio Electrénico y Marketing Directo (FECEMD), asuntos acumulados C-468/10 y C-469/10.
ECLI:EU:C:2011:777.TJUE. (2016, 19 de octubre). Patrick Breyer / Bundesrepublik Deutschland, asunto C-582/14. ECLI:EU:C:2016:779.

7 Convenio 108+ del Consejo de Europa para la proteccion de las personas con respecto al tratamiento automatizado de datos
de caracter personal, hecho en Estrasburgo el 10 de octubre de 2018 (Convenio para la proteccion de las personas con respecto al
tratamiento automatizado de datos de caracter personal, modificado por el Protocolo CETS ndm. 223). Ratificado por Espafia mediante
Instrumento de 9 de junio de 2023 (BOE num. 194, de 14 de agosto de 2023).
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Asimismo, la Directiva (UE) 2016/680, relativa a la proteccion de datos en el ambito penal y judicial?,
establece en su art. 20 la obligacion de garantizar la confidencialidad y seguridad del tratamiento «en todas
las fases del procedimiento» (Rodriguez Roca, 2022). La doctrina (Hijmans, 2016; Kosta, 2013) ha subra-
yado que estas garantias no se limitan al tratamiento informatico, sino que alcanzan también las dimensiones
organizativas y materiales en que se gestionan los datos personales, lo que puede incluir la configuracion
fisica de juzgados, dependencias policiales y servicios auxiliares de justicia. Aunque su ambito se circuns-
cribe a las autoridades competentes en materia penal, constituye una referencia interpretativa valiosa para
disefar garantias analogas en otros espacios institucionales donde se traten datos sensibles.

El Comité Europeo de Proteccion de Datos (CEPD) ha reforzado esta vision holistica en sus Directrices
4/2019° sobre el art. 25 RGPD, al subrayar que la proteccion de datos desde el disefio debe ser «contextual,
transversal y proactiva», alcanzando tanto las infraestructuras digitales como las fisicas donde se desarro-
llan los tratamientos. EI CEPD insta a las autoridades nacionales a incorporar la privacidad en el disefio de
los servicios publicos presenciales, reconociendo que la exposicion acustica o visual de informacién perso-
nal puede vulnerar el principio de confidencialidad del art. 5.1.f RGPD.

Por su parte, la Ley Organica 3/2018, de Proteccion de Datos Personales y garantia de los derechos
digitales (LOPDGDD), en su art. 28.2, impone a las Administraciones publicas la obligacion de adoptar medi-
das organizativas que garanticen la confidencialidad de los datos personales tratados. Aunque no detalla
las medidas concretas, esta obligacién se extiende a las condiciones materiales y ambientales del trato
con la ciudadania. La Agencia Espariola de Proteccién de Datos (AEPD) ha dictado resoluciones en las
que advierte que practicas como anunciar en voz alta nombres o verificar datos personales en mostradores
abiertos vulneran el principio de confidencialidad del art. 5.1.f RGPD.

En conjunto, este entramado normativo europeo y nacional demuestra que, aunque aun no exista una
directiva especifica sobre la proteccion de la intimidad en espacios fisicos de atencidon publica, si existe
una base juridica suficiente para su desarrollo. La futura Directiva Europea de Proteccion Fisica de Datos
Personales no seria una innovacion exdgena, sino la materializacion coherente del espiritu del RGPD, de
la Carta de Derechos Fundamentales y del Convenio 108+, completando asi la transicion de una privacidad
concebida como principio digital a una privacidad plenamente humana e integral.

En coherencia con la orientacion del legislador europeo hacia un ecosistema de gobernanza responsa-
ble de los datos —reflejada en el Reglamento (UE) 2022/868 (Data Governance Act)'™ y en el Reglamento
(UE) 2024/1689 (Artificial Intelligence Act)—, el principio de privacy by design debe proyectarse también
sobre los entornos fisicos de interaccion administrativa, garantizando que la innovacion tecnolégica no se
desarrolle a costa de la dignidad del ciudadano.

3. RESULTADOS: ANALISIS CRITICO DE RESOLUCIONES DE LA AEPD COMO ILUSTRACION
DE LA NEGLIGENCIA EN LA PROTECCION FiSICA DE LA INTIMIDAD

A continuacion, se sintetizan resoluciones y documentos de la AEPD que ilustran la proyeccion del
RGPD sobre el espacio fisico de atencién al publico —en especial, salas de espera, mostradores abiertos y
sistemas de turno/llamada-, y que respaldan la necesidad de medidas organizativas y arquitectdnicas para
garantizar la confidencialidad (art. 5.1.f y 32 RGPD).

3.1. Exposicion acustica y visual: la intimidad negada en la interaccion directa

Los casos mas reveladores son aquellos en los que la intimidad se ve comprometida por la simple arqui-
tectura del espacio y el disefio de los procedimientos. La Resolucion E-04967-2020, sobre un sistema de citas
que enumeraba nombres en voz alta, es ejemplar. Aunque el caso se archivo tras la correccion técnica, la propia

8 Directiva (UE) 2016/680 del Parlamento Europeo y del Consejo, de 27 de abril de 2016, relativa a la proteccién de las personas
fisicas en lo que respecta al tratamiento de datos personales por las autoridades competentes para fines de prevencion, investigacion,
deteccion o enjuiciamiento de infracciones penales o de ejecucion de sanciones penales, y a la libre circulacion de dichos datos, y por
la que se deroga la Decision Marco 2008/977/JAl del Consejo (DOUE L 119, de 4 de mayo de 2016, pp. 89-131).

® Comité Europeo de Proteccion de Datos (CEPD) (2020). Directrices 4/2019 sobre el articulo 25 del Reglamento (UE) 2016/679:
Proteccion de datos desde el disefio y por defecto. Aprobadas el 13 de noviembre de 2019 y adoptadas definitivamente el 20 de octubre de 2020.

© Reglamento (UE) 2022/868 del Parlamento Europeo y del Consejo, de 30 de mayo de 2022, relativo a la gobernanza de los
datos y por el que se modifica el Reglamento (UE) 2018/1724 (Reglamento de Gobernanza de Datos o Data Governance Act) (DOUE
L 152, de 3 de junio de 2022, pp. 1-44).
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intervencion de la AEPD deja claro que la identificacion auditiva de personas en un espacio compartido consti-
tuye un tratamiento de datos que exige garantias de confidencialidad (art. 5.1.f RGPD). Este no es un problema
menor o técnico: es la materializacion de un disefio hostil a la privacidad, donde la eficiencia operativa (llamar a
los pacientes) se prioriza sobre su derecho a no revelar su identidad ante desconocidos. De manera analoga,
la Resolucion PS/00317/2022, concerniente a la visualizacion publica de la temperatura corporal en una clinica,
subraya que la confidencialidad tiene una dimension fisica ineludible. La exposicion visual de un dato de salud
en una sala de espera vulnera el mismo principio de confidencialidad que protege una base de datos digital.
Ambos casos ilustran una miopia organizativa que ignora que el tratamiento de datos personales comienza
en el momento en que se verbaliza o se hace visible en un espacio fisico, no cuando se registra en un sistema
informatico.

3.2. Confidencialidad sistémica: mas alla del dato digital

La Resolucion PS-00250-2021, por su parte, aborda accesos indebidos a historias clinicas, un fallo
tradicionalmente asociado a la seguridad digital. Sin embargo, su mencién es relevante porque la AEPD
amonesto al servicio de salud por deficiencias tanto técnicas como organizativas. Esto refuerza la tesis de
que la confidencialidad es un principio integral: la falta de medidas organizativas adecuadas (que incluyen la
formacién del personal y los protocolos de acceso fisico a las areas de consulta) crea un entorno donde
la violacién de la intimidad es estructural, independientemente de la fortaleza de los firewalls digitales. La
seguridad del dato comienza en el espacio donde se habla de él.

En sintesis, el examen conjunto de estas resoluciones no busca presentar un cuadro estandarizado,
sino realizar un diagndstico profundo: la AEPD, en el ejercicio de sus funciones, ya esta identificando y san-
cionando vulneraciones de la intimidad que ocurren fisicamente (por exposicién acustica, visual o vigilancia
corporal). La desconexion radica en que estas actuaciones son reactivas (surgen de reclamaciones) y no
han generado aun un marco preventivo y obligatorio de «privacidad desde el disefio» aplicado a los espa-
cios. Estos casos son, por tanto, la prueba empirica de la negligencia estructural y la base juridica sobre la
que debe construirse la reforma propuesta.

3.3. Confidencialidad y seguridad en entorno sanitario (PS-00250-2021, Servicio Extremeio
de Salud)™"

» Hechos. Accesos indebidos a historia clinica; déficit de medidas técnicas y organizativas (Gonzalez
Suarez, 2025).

» Criterio AEPD. Apercibimiento por arts. 32 y 5.1.f RGPD; exige reforzar confidencialidad.

* Relevancia. Aun sin referirse a «mostradores», evidencia que la confidencialidad en sanidad es tam-
bién espacial y organizativa: lo que se dice o se expone en el punto de atencion esta amparado por
los mismos principios (Memoria AEPD 2021 y «Salud — principales reclamaciones»).

3.4. \Visualizacién publica de datos (temperatura) en clinica (Resoluciéon: PS/00317/2022 — Centro
Médico Salus Baleares, S. L.)"

» Hechos: el dispositivo de control de temperatura permitia que pacientes y personal en sala de espera
viesen la temperatura tomada a otros pacientes.

» Criterio AEPD: vulneracion de confidencialidad (art. 5.1.f RGPD) y seguridad (art. 32 RGPD); la expo-
sicion visual de informacion personal en espacio comun es contraria al RGPD.

* Relevancia: ilustra que la confidencialidad tiene dimension fisica (o que se ve/oye en la sala) y no
solo digital. Refuerza tus pilares sobre disefio de salas, paneles vy flujos.

4. DISCUSION

La promulgacion del RGPD ha representado un hito decisivo en la defensa de los derechos digitales de
los ciudadanos europeos, al establecer un marco juridico robusto y ambicioso para la era digital (De Hert y

" AEPD (2021). Resolucion PS-00250-2021 (1 de julio de 2021).
2 AEPD (2022). Resolucion PS-00317-2022. https://www.aepd.es/documento/ps-00317-2022.pdf
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Papakonstantinou, 2016; Gonzalez Fuster, 2014). El Plan Estratégico 2025-2030 de la AEPD, Innovacion
responsable y defensa de la dignidad en la era digital'®, constituye una manifestacion clara de este compro-
miso, al orientarse hacia la supervision de tecnologias disruptivas como la inteligencia artificial, la promocién
de una cultura de cumplimiento y la consolidacién de una agencia inteligente y proactiva.

Sin embargo, persiste una peligrosa desconexion entre este sofisticado marco normativo y tecnolégico
y la realidad tangible que experimentan millones de ciudadanos en sus interacciones cotidianas con las
Administraciones publicas (Pedraza Cdérdoba, 2023). Mientras la AEPD disefia sistemas de inteligencia arti-
ficial para la supervisién automatizada y promueve debates sobre neuroderechos o blockchain, en la planta
fisica de un hospital, en la sala de espera de una oficina de empleo o en la ventanilla de Hacienda se produce
un progresivo debilitamiento del derecho fundamental a la proteccion de datos y a la intimidad, invisible para
la propia arquitectura legal creada para salvaguardarlo (Arenas Ramiro, 2023).

Este olvido estructural no constituye una mera anécdota ni una disfuncidon menor, sino el sintoma de una
miopia institucional profunda, que antepone la eficiencia administrativa, la reduccién de costes a corto plazo
y la gestién de flujos masivos de personas a la dignidad individual. La ciudadania se ve forzada a renunciar
a su intimidad como peaje obligatorio para acceder a servicios publicos esenciales: la salud, las prestaciones
por desempleo o la justicia (Nissenbaum, 2009; Solove, 2006).

La espera colectiva en urgencias hospitalarias, donde pacientes con patologias diversas y potencial-
mente estigmatizantes deben compartir un espacio angosto, supone una violacién de la intimidad mas
basica. El requisito de relatar problemas personales, financieros o familiares de extrema sensibilidad en
salas abiertas del SEPE, rodeado de desconocidos, convierte una situacion ya vulnerable en una experien-
cia humillante. Y la practica —todavia habitual en muchas oficinas de la Agencia Tributaria— de solicitar o
confirmar en voz alta datos personales, financieros o familiares ante otras personas expone la vida privada
del individuo al escrutinio involuntario de quienes esperan su turno.

La imposibilidad estructural de ser atendido en un espacio confidencial, a pesar de que la ley ampara
ese derecho, demuestra que la proteccion de datos se concibe con frecuencia como un principio abstracto
aplicable solo al entorno digital, y no como un derecho fundamental de aplicacién transversal que debe
impregnar todas las capas de la relacion entre el Estado y el ciudadano (Flores Cabrera, 2023).

Resulta paradigmatico —y casi irdbnico— que sea el sector bancario privado, sujeto al mismo RGPD
y a la supervision de la AEPD, el que, guiado por la Iégica comercial de la confianza y la experiencia del
cliente, haya dado los primeros pasos tangibles para mitigar este problema. La instalacion de mamparas
que separan los espacios de atencion, aunque insuficientes desde un punto de vista acustico, representa
un reconocimiento tacito de la necesidad de un minimo de intimidad para tratar asuntos sensibles.

Esta evolucion, impulsada por el mercado, pone de relieve una paradoja preocupante: las instituciones
privadas, movidas por la busqueda de rentabilidad y reputacion, han comenzado a comprender la privacidad
como un valor afadido, mientras que las instituciones publicas, garantes ultimas del interés general y de
los derechos fundamentales, permanecen rezagadas en la materializacion fisica de esos mismos derechos
(Bellanova y Gonzalez Fuster, 2013).

Con todo, seria incompleto ignorar los progresos realizados en la mejora del trato al ciudadano, enten-
dido también como usuario del servicio publico. En numerosos ambitos se han implantado sistemas de iden-
tificacion en salas de espera que evitan la mencién expresa del nombre completo, recurriendo a iniciales o
a codigos numéricos. Del mismo modo, en el entorno hospitalario —especialmente en los servicios de urgen-
cias— se han reforzado de manera significativa los controles de acceso y la gestion de acompafiantes, tra-
tandose estos espacios como areas de acceso restringido. La comunicacién de informacion clinica, ademas,
queda supeditada a la debida acreditacion de la identidad y del vinculo con el paciente, lo que evidencia una
mayor sensibilidad institucional hacia la proteccién de la intimidad personal.

4.1. Causas estructurales de la negligencia administrativa

La negligencia de las Administraciones publicas en materia de intimidad no es casual, sino que res-
ponde a una combinacioén de factores estructurales y culturales que se retroalimentan.

En primer lugar, persiste una cultura administrativa heredada del siglo xx -y, en parte, del xXix— en la
que el ciudadano era concebido como un sujeto pasivo, un numero de expediente y no un titular activo de

s AEPD (2024). Plan Estratégico 2025-2030: Innovacién responsable y defensa de la dignidad en la era digital.

ARTICULOS 84



Documentacion Administrativa, 2025, (15), 77-91 — DOI: https://doi.org/10.24965/da.11601

La intimidad de los ciudadanos en la sala de espera: hacia una directiva europea de proteccion fisica de datos personales

Caja Moya, Cristina / Quiroga Rodriguez, Elio

derechos (Altman, 1977). La légica burocratica tradicional priorizaba —y en muchos casos aun prioriza— la
uniformidad, el control y la tramitacion masiva de expedientes por encima de la personalizacion y el respeto
a la individualidad. La intimidad se sacrificaba asi en el altar de la eficiencia procedimental, un intercambio
que el marco constitucional y el RGPD ya no permiten, pero cuya inercia institucional sigue siendo poderosa
(Kosta, 2013).

En segundo lugar, se evidencia un problema crénico de infraestructura y financiacion. Buena parte del
parque edificatorio publico fue disefiado en una época en la que la privacidad ciudadana no constituia un
criterio arquitecténico ni organizativo. Reformar esos espacios supone un coste elevado que compite con
otras prioridades presupuestarias —como la contratacién de personal o la modernizacién digital-, lo que
perpetua la brecha entre la infraestructura fisica y la ambicion digital que promueve la AEPD en su Plan
Estratégico.

En tercer lugar, se aprecia una aplicacion fragmentaria del principio de «proteccion desde el disefio y
por defecto» (privacy by design and by default), uno de los pilares del RGPD vy reiteradamente invocado
por la AEPD (Cavoukian, 2009). Dicho principio se aplica casi exclusivamente al desarrollo de software,
plataformas digitales y procesos técnicos, pero rara vez se extiende al disefio espacial u organizativo. ¢De
qué sirve una base de datos perfectamente cifrada si el dato mas sensible se pronuncia en voz alta en una
sala publica? El resultado es un entorno administrativo que contintia siendo, en gran medida, «hostil a la
privacidad» por defecto.

Finalmente, existe una ausencia notoria de directrices y normas vinculantes, tanto a nivel europeo
como nacional, que trasladen los principios generales del RGPD al disefio fisico de los espacios publicos
y a los procedimientos de atencién presencial. EI| RGPD establece el qué —la obligacién de proteger los
datos personales—, pero no el cédmo debe materializarse esa protecciéon en la interaccién directa con el
ciudadano. Esta falta de concrecion facilita interpretaciones laxas e implementaciones deficientes, y deja a
las Administraciones sin un mandato operativo claro ni mecanismos especificos de supervisién por parte de
las autoridades de control.

4.2. Consecuencias practicas sobre la intimidad ciudadana

Las deficiencias estructurales en materia de intimidad no solo tienen un impacto operativo en la atencién
al publico, sino que transforman la relacion entre la Administracion y la ciudadania. Su efecto mas profundo
es la pérdida de la expectativa legitima de confidencialidad, entendida no como un privilegio, sino como un
presupuesto del ejercicio de los derechos fundamentales.

En primer lugar, la falta de mecanismos institucionales que garanticen la privacidad fisica genera
una asimetria relacional entre la Administracién —que controla el espacio, los tiempos y las condiciones
de atencion-y el ciudadano, que se ve compelido a exponer datos personales en entornos donde la inti-
midad se vuelve imposible. Esa exposicién forzada vulnera el principio de autodeterminacién informativa
y reduce la proteccién de datos a una formalidad documental, desvinculada de la experiencia real del
administrado.

En segundo lugar, la reiteracién de estas practicas produce un efecto de habituacion: el ciudadano
interioriza que la revelacién publica de su vida personal es el precio inevitable para acceder a un servicio
publico. Este fendmeno, que puede describirse como una «normalizacion institucional del condicionamiento
de la intimidad», o de una «intimidad condicionada a eficiencia», podria erosionar el contenido esencial del
art. 18 CE y contradice el mandato del art. 103 CE, que exige que la Administracion actue al servicio objetivo
del interés general y con pleno respeto a la dignidad de la persona.

En tercer lugar, la falta de espacios y protocolos confidenciales genera desconfianza y retraimiento.
Cuando el ciudadano percibe que su entorno de atencién no es seguro, tiende a omitir informacién o a pos-
poner tramites, lo que dificulta la eficacia administrativa y la proteccion de otros derechos sustantivos (como
la salud, la asistencia social o la justicia). La privacidad, por tanto, no es un lujo ni un complemento estético
del servicio publico, sino una condicién de posibilidad de la Administracion garantista.

Finalmente, la consecuencia mas grave es simbdlica: la deslegitimacion del propio discurso institucio-
nal sobre la proteccion de datos. Mientras las Administraciones invierten recursos en digitalizar garantias
normativas, la persistencia de espacios fisicos hostiles a la intimidad vacia de coherencia su compromiso
ético y juridico. El resultado es una brecha entre el lenguaje de la proteccion y la practica del desamparo,
que debilita la confianza democratica y desvirtia la idea misma de «innovacién responsable» proclamada
por la AEPD.
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4.3. Propuesta de reforma y alineacion con el Plan Estratégico de la AEPD

El Plan Estratégico de la AEPD 2025-2030, con su énfasis en la proactividad, la prevencion, la defensa
de los colectivos vulnerables y la promocién de una cultura de cumplimiento, ofrece el marco perfecto para
abordar esta desconexién. No se trata de crear una normativa paralela, sino de interpretar y aplicar el espiritu
y la letra del RGPD y de la Ley Organica de Proteccion de Datos en el ambito fisico con el mismo rigor que
se aplica en el digital. La «vision» del Plan de consolidar a la AEPD como una autoridad lider que «orienta
y encauza adecuadamente los desarrollos tecnoldgicos» debe extenderse también a orientar y encauzar el
desarrollo de los espacios publicos de atencion.

Para ello, es imperativo desarrollar un conjunto de medidas concretas, practicas y auditables que puedan
ser adoptadas primero como estandar nacional en Espafia y, posteriormente, dada la naturaleza transversal
del problema, propulsadas como una directiva comunitaria de la Unién Europea. Esta directiva deberia tener
como objetivo armonizar la proteccion de la intimidad en la atencidn presencial en todos los Estados miem-
bros, estableciendo unos minimos comunes que garanticen que el derecho fundamental a la protecciéon de
datos es efectivo en todas las dimensiones de la vida ciudadana. La AEPD, en linea con su principio rector
de «Internacionalizacion e influencia» y su Eje 5 de «Liderazgo e influencia estratégica internacional», debe-
ria ser la impulsora de esta iniciativa a nivel del Comité Europeo de Proteccion de Datos (CEPD).

Las medidas obligatorias deberian articularse alrededor de varios pilares fundamentales.

4.3.1. Primer pilar: evaluacion obligatoria de impacto en la intimidad y proteccion de datos en el
disefo de espacios y procedimientos presenciales

El primero de los pilares seria la Evaluaciéon Obligatoria de Impacto en la Intimidad y Proteccion de Datos
en el Disefio de Espacios y Procedimientos Presenciales. Asi como se exige una Evaluacion de Impacto
para tratamientos de datos de alto riesgo (Clarke, 2009), toda reforma, construccién nueva o redisefio de un
procedimiento de atencion al publico que implique la recogida o gestion de datos personales deberia incluir
una evaluacion especifica que analice los riesgos para la intimidad en el espacio fisico.

Esta evaluacion examinaria los flujos de personas, los puntos de friccion donde se intercambia infor-
macion sensible, la acustica de las salas, la disposicidon de los mostradores y la existencia de alternativas
confidenciales.

El Plan de la AEPD, en su Eje 1 sobre «Una agencia inteligente», promueve el «analisis proactivo sobre
sectores» y la «deteccion temprana de riesgos»; esta medida seria la materializacion practica de ese princi-
pio en el entorno fisico (Burdon y McKillop, 2013).

4.3.2. Segundo pilar: implementacion de garantias arquitecténicas y de diseAio minimas

Toda area de atencion al publico en la que se traten datos de categoria especial —como los relativos a
salud, ideologia, orientacion sexual, creencias religiosas o informacion financiera, laboral o personal de alto
impacto— debera contar, por defecto, con espacios que garanticen la confidencialidad efectiva de la comuni-
cacién entre el ciudadano y el personal que le atiende.

Ello implica la existencia obligatoria de cabinas o despachos insonorizados o, al menos, acusticamente
aislados, destinados a entrevistas personales. Las salas de espera deberan disefiarse de modo que eviten
la proximidad forzada y la escucha involuntaria, mediante una distribucion inteligente del mobiliario, paneles
divisorios y sefalética que oriente al usuario hacia zonas de privacidad.

De forma complementaria, los sistemas de aviso y turno deberan incorporar un dispositivo de solicitud
de atencién en condiciones reforzadas de confidencialidad (que podriamos llamar coloquialmente un «botén
de atencion confidencial») o una suerte de mecanismo equivalente que permita al ciudadano solicitar un trato
mas intimo o reservado sin necesidad de justificarlo. Las pantallas informativas sustituiran la identificacion
nominal por sistemas de numeracion o codigos, evitando asi la exposicion innecesaria de datos personales.

Los mostradores de atencion general deberan disefiarse con criterios de privacidad acustica y visual,
utilizando mamparas de cristal con sonido direccional, micréfonos y auriculares que impidan la audicién por
terceros.

La inversion en esta infraestructura no debe considerarse un gasto, sino una exigencia derivada direc-
tamente del art. 18 de la Constitucion espafiola, del art. 32 del RGPD y de la Ley Organica 3/2018, de
Proteccién de Datos Personales y garantia de los derechos digitales (LOPDGDD). Su funcién es equiparable,
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en términos de obligatoriedad y tutela de derechos fundamentales, a las medidas de accesibilidad fisica para
personas con discapacidad o movilidad reducida.

4.3.3. Tercer pilar: formacién obligatoria y especializada del personal de atencién al publico

El tercer pilar constituye, con frecuencia, el mas decisivo y a la vez el mas desatendido: la formacioén
obligatoria, continua y especializada del personal de atencion directa al ciudadano. Los funcionarios y traba-
jadores contratados que desempefian sus funciones en ventanilla, mostrador o atencién telefénica represen-
tan la primera linea de defensa del derecho a la intimidad y a la proteccion de datos personales.

Esta formacién no puede limitarse a una exposicion genérica de la normativa vigente, sino que debe
incluir protocolos practicos y verificables de actuacion:

» Cuando y como derivar al ciudadano a un espacio de atencién privada.

+ Como modular la voz y mantener la distancia prudencial en conversaciones sensibles.

« Como sustituir la solicitud oral de datos por el uso de formularios escritos, pantallas tactiles o siste-
mas digitales seguros.

« Como empoderar al ciudadano para que ejerza su derecho a la confidencialidad sin temor a repre-
salias o demoras.

La Agencia Espanola de Proteccién de Datos (AEPD), en cumplimiento de su Eje 3 («Promover y acom-
pafar el cumplimiento normativo») y Eje 6 («Una Administracion eficaz») del Plan Estratégico de la AEPD
2023-2026, debe incorporar de forma expresa programas de formacion y concienciacion masiva dirigidos al
personal de atencién al publico, en coordinacién con el Instituto Nacional de Administracién Publica (INAP)
y los 6rganos competentes de las comunidades autonomas.

Esta capacitacion ha de considerarse una obligacion institucional derivada del principio de responsabi-
lidad proactiva del art. 5.2 del Reglamento (UE) 2016/679 (RGPD) y del art. 28 de la Ley Organica 3/2018
(LOPDGDD), que impone a las Administraciones publicas el deber de garantizar no solo la licitud del trata-
miento de datos, sino también la formacion adecuada del personal autorizado para dicho tratamiento.

En consecuencia, la formacién en privacidad y trato confidencial debe integrarse en los planes de carrera
y evaluacién de desempefio de todo el personal de atencion al publico, y su incumplimiento ha de ser consi-
derado un déficit organizativo susceptible de responsabilidad disciplinaria 0 administrativa, en la medida en
que afecta directamente al ejercicio de los derechos fundamentales reconocidos en los arts. 18.1y 18.4 de
la Constitucion espariola™.

4.3.4. Cuarto pilar: establecimiento de canales alternativos preferentes y accesibles para
minimizar la exposicion fisica

Este pilar se centra en la creacion de canales de comunicacion y tramitacién que, por su propia arqui-
tectura, prevengan o reduzcan la necesidad de exponer datos personales en espacios fisicos compartidos.
Se trata de aplicar el principio de «privacidad por disefio y por defecto» (art. 25 RGPD) para ofrecer al
ciudadano vias que, de origen, protejan su intimidad. La promocion activa de la cita previa telematica y la
tramitacion electrénica segura no tiene como Unico objetivo la eficiencia digital, sino fundamentalmente evi-
tar las aglomeraciones y las esperas en salas comunes donde la confidencialidad se vuelve imposible. Del
mismo modo, una atencion telefénica bien disefiada, con protocolos robustos de verificacién de identidad,
puede resolver muchas gestiones sin obligar al ciudadano a desplazarse y revelar informacion sensible en
un mostrador publico. Estos canales son, por tanto, herramientas de proteccion fisica de la intimidad, al
reducir drasticamente los momentos de friccidon y exposicion personal en el entorno fisico administrativo.
Su implementacion debe ser preferente, complementada siempre con una atencién presencial que, cuando
sea inevitable, cumpla con los estandares de confidencialidad arquitectonica y procedimental detallados en
los demas pilares. Esta aproximacion conecta con el objetivo de la AEPD de «facilitar el cumplimiento nor-
mativo» y subraya que la proteccion de datos es un derecho transversal, cuya efectividad depende de un
ecosistema de opciones donde la interaccion fisica sea la mas segura y digna posible, no la Unica disponible.

4 Constitucion espafiola, arts. 18.1 y 18.4 (BOE num. 311, de 29 de diciembre de 1978). El primero reconoce el derecho al
honor, a la intimidad personal y familiar y a la propia imagen; el segundo garantiza la limitacién del uso de la informatica para asegurar
el respeto de dichos derechos y de la libertad personal.
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4.3.5. Quinto pilar: protocolos claros para situaciones de vulnerabilidad acentuada

El quinto pilar implicaria la creacion de protocolos claros para situaciones de vulnerabilidad acentuada.
Las Administraciones deben disponer de procedimientos especificos y activables de forma inmediata para
garantizar una atencién confidencial, empatica y prioritaria a las personas que, por su situacion, son espe-
cialmente vulnerables a una violacién de su intimidad o dignidad.

Entre estos colectivos se incluyen, a titulo ejemplificativo, las victimas de violencia de género, los
pacientes oncoldgicos o con enfermedades infecciosas estigmatizadas, las personas inmersas en procesos
de despido colectivo, ERTE o desempleo de larga duracion, asi como los migrantes en situaciéon administra-
tiva irregular o las personas con discapacidad psicosocial o cognitiva.

Estos protocolos deben contemplar circuitos rapidos de atencién reservada, la designacion de personal
especialmente formado y la posibilidad de activar espacios de atencion privada de manera inmediata, sin
necesidad de que la persona justifique su solicitud de confidencialidad.

El principio rector de la AEPD de «Defensa del interés general», junto con su enfoque transversal en la
proteccion de colectivos vulnerables, debe tener una traduccion operativa concreta en la organizacion fisica
y funcional de las oficinas publicas, de modo que la proteccién de datos y la intimidad no dependan del azar,
la buena voluntad o la discrecionalidad del empleado, sino de estructuras y procedimientos predefinidos
(AEPD, Plan Estratégico 2023-2026).

4.3.6. Sexto pilar: sistema especifico de supervision, quejas y sanciones

Por ultimo, deviene esencial la existencia de un sistema especifico de supervision, quejas y sanciones,
que garantice la efectividad real de las medidas anteriores. Las autoridades de proteccion de datos, tanto
a nivel nacional como autonémico, deben incorporar en sus planes de inspeccion y supervision la evalua-
cion del cumplimiento de las garantias arquitecténicas, procedimentales y formativas adoptadas por las
Administraciones publicas en materia de intimidad y confidencialidad presencial.

Debe existir un canal accesible, visible y sencillo para que los ciudadanos reporten vulneraciones de su
intimidad en entornos de atencion al publico, con mecanismos agiles de tramitacion y respuesta.

Estas quejas deben ser investigadas y, en su caso, sancionadas conforme al marco previsto en el
Reglamento (UE) 2016/679 (RGPD) y en la Ley Organica 3/2018 (LOPDGDD).

El régimen sancionador del RGPD, aplicable también a las Administraciones publicas en casos de
incumplimientos graves o sistematicos, debe extenderse expresamente a las violaciones del deber de confi-
dencialidad presencial, del mismo modo que se aplica ya en ambitos como la seguridad de la informacioén o
la conservacion indebida de datos.

El Eje 1 del Plan Estratégico de la AEPD 2023-2026, que promueve una «supervisién mas inteligente»
y la realizacion de «auditorias preventivas», debe incorporar este nuevo vector de analisis, orientado a
verificar el grado de cumplimiento de las garantias estructurales de intimidad en oficinas y dependencias
publicas, asegurando asi una proteccion integral y verificable de la privacidad en el trato directo con la
ciudadania.

La implementacion de estas medidas, primero en Espafa y luego como directiva europea, requeriria un
esfuerzo coordinado y una fuerte inversion inicial. Sin embargo, el coste de no actuar es infinitamente mayor:
es el coste de la desconfianza ciudadana en las instituciones, de la humillacion sistematica de los mas vul-
nerables y de la devaluacion practica de un derecho fundamental que queda reducido a un principio tedrico.
El Plan Estratégico 2025-2030 de la AEPD tiene la ambicién de mirar hacia el futuro de la tecnologia. Pero
el primer paso para construir un futuro digital digno es asegurar que el presente fisico en el que vivimos ya
respeta esa misma dignidad. La verdadera innovacién responsable comienza por garantizar que nadie tenga
que renunciar a su intimidad para ser curado, atendido o escuchado por su propia Administracion. Convertir
esta vision en una realidad tangible seria el legado mas profundo y humano que este plan podria dejar no
solo para Espafia, sino para toda Europa.

CONCLUSION

En definitiva, la verdadera innovacion responsable y la defensa de la dignidad en la era digital, pilares
del plan de la AEPD, exigen con urgencia tender un puente definitivo entre el mundo digital y el fisico. No
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se puede construir un futuro tecnoldgico ético y digno sobre los cimientos hundidos de una Administracion
publica que ignora la privacidad en sus interacciones mas basicas con la ciudadania. La desconexién
actual no es solo una incongruencia legal; es una falla profunda en la concepcion del Estado de derecho,
que debe garantizar los derechos fundamentales en toda circunstancia. La implementacion rigurosa de las
medidas propuestas —desde el redisefio de espacios hasta un cambio radical en la cultura administrativa—
no representa un simple gasto de adaptacion logistica, sino la inversidn obligatoria en dignidad, confianza
y calidad democratica. Liderar esta transformacion, primero en Espafia y luego como estandar europeo,
seria el legado mas perdurable y humano de la actual legislacion de proteccion de datos, demostrando
que el principio de privacidad desde el disefio debe aplicarse también al disefio de nuestra vida en comun,
asegurando que nadie tenga que elegir nunca entre su derecho a la intimidad y su derecho a la salud, al
trabajo o a la justicia.
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